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Abstract—This paper deals with the role of performance modeling tools. It introduces 4 major tool developer centers and shows how a given tool can be applied to reliability investigations of finite-source retrial queueing system in steady state. Some numerical examples are given demonstrating the effect of failure and repair rates of server on the mean response time of sources.
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1. INTRODUCTION

The argument for performance engineering methods and tools to be employed in reliability analysis of complex systems has always been that such systems cannot be designed or modified efficiently without recourse to some form of predictive model, just as in other fields of engineering. To be practical, performance engineering relies on tools to render its use accessible to the non-performance specialist, and in turn these depend on sound techniques that include analytical methods, stochastic models and simulation. Many mathematical techniques have been developed to derive various measures from Markov reward models which form the basis of almost all performability models and tools.

The aim of the present paper is to introduce some tools and to show how a certain tool can be applied to reliability investigations of finite-source retrial queueing system in steady state. Some numerical examples are given demonstrating the effect of failure rate of server on the mean response time of sources.

The paper is organized as follows. In Section 2 some recent performance modeling tools are introduced. In Section 3 the full description of the model by the help of the corresponding Markov chain is given. Then, the main performance and reliability measures are derived that can be obtained using MOSEL tool. In Section 4 several numerical examples are presented and some comments are made. Finally, the paper ends with a Conclusion.

2. SOME RECENT MODELING TOOLS

In the following 4 major tool developer centers are introduced briefly.

2.1. Tools at Faculty of Informatics, University of Dortmund, Germany

This traditionally famous center has developed several software packages which can be downloaded from the site: http://ls4-www.informatik.uni-dortmund.de/tools.html. Parallel to
their methodological work the center continuously developed and used tools for performance evaluation and performability. Their intention is to provide facilities for a model description close to the original system specification and hiding details of the analysis techniques. Such tools map the model specification automatically to an analysable model.

2.2. Möbius Tool

Möbius™ is a software tool for modeling the behavior of complex systems. It is one of the major research projects of the Performability Engineering Research Group (PERFORM) in the Coordinated Science Laboratory at the University of Illinois at Urbana-Champaign, USA. Many advanced modeling formalisms and innovative and powerful solution techniques have been integrated in the Möbius framework. The package can be found at http://www.mobius.uiuc.edu/.

2.3. MOSEL Tool

Performance modeling tools usually have their own textual or graphical specification language which depends largely on the underlying modeling formalism. MOSEL (MOdeling, Specification and Evaluation Language) tool, developed at the University of Erlangen, Germany, is based on the following idea: Instead of creating another tool with all the components needed for system description, state space generation, stochastic process derivation, and numerical solution, it focuses on the formal system description part and exploit the power of various existing and well tested packages for the subsequent stages. In order to reuse existing tools for the system analysis, the environment is equipped with a set of translators which transform the MOSEL model specification into various tool-specific system descriptions [1].

MOSEL-2 provides means by which many interesting performance or reliability measures and the graphical presentation of them can be specified straightforwardly. All information can be found at http://www4.informatik.uni-erlangen.de/Projects/MOSEL/.

2.4. PRISM Tool

The PRobabilistic Model checker PRISM provides a high-level modeling language for describing systems that exhibit probabilistic behavior, with models based on continuous-time Markov chains (CTMCs) as well as discrete-time Markov chains (DTMCs) and Markov decision procedures (MDPs). For specifying system properties, PRISM uses the continuous stochastic logic (CSL) for CTMCs and probabilistic computation tree logic (PCTL) for DTMCs and MDPs, both logics being extensions of computation tree logic (CTL), a temporal logic that is used in various classical model checkers for specifying properties. The package can be downloaded from http://www.prismmodelchecker.org.

3. RELIABILITY ANALYSIS OF FINITE-SOURCE RETRIAL QUEUES

To show an example for using MOSEL we analyze a retrial queueing system with the following assumptions. Consider a single server queueing system, where the primary calls are generated by $K$, $1 < K < \infty$ homogeneous sources. The server can be in three states: idle, busy and failed. If the server is idle, it can serve the calls of the sources. Each of the sources can be in three states: free, sending repeated calls and under service. If a source is free at time $t$ it can generate a primary call during interval $(t, t+dt)$ with probability $\lambda dt + o(dt)$. If the server is free at the time of arrival of a call then the call starts to be served immediately, the source moves into the under service state and the server moves into busy state. The service is finished during the interval $(t, t+dt)$ with probability $\mu dt + o(dt)$ if the server is available. If the server is busy at the time of arrival of a call, the service continues during the interval $(t, t+dt)$ with probability $\mu dt + o(dt)$.
call, then the source starts generation of a Poisson flow of repeated calls with rate $\nu$ until it finds the server free. After service the source becomes free, and it can generate a new primary call, and the server becomes idle so it can serve a new call. The server can fail during the interval $(t, t + dt)$ with probability $\delta dt + o(dt)$ if it is idle, and with probability $\gamma dt + o(dt)$ if it is busy. If $\delta = 0$, $\gamma > 0$ or $\delta = \gamma > 0$ active or independent breakdowns can be discussed, respectively. If the server fails in busy state, it either continues servicing the interrupted call after it has been repaired or the interrupted request transmitted to the orbit. The repair time is exponentially distributed with a finite mean $1/\tau$. If the server is failed two different cases can be treated. Namely, blocked sources case when all the operations are stopped, that is neither new primary calls nor repeated calls are generated. In the unblocked (intelligent) sources case only service is interrupted but all the other operations are continued (primary and repeated calls can be generated). All the times involved in the model are assumed to be mutually independent of each other. More information about this type of systems can be read in [2–4].

Our main objective is to demonstrate how the steady state performance measures, such as mean number of requests staying in the orbit or in the service, the mean response time of calls depend on server’s failure and repair rates. To achieve this goal MOSEL is used to formulate and solve the problem.

The system state at time $t$ can be described with the process $X(t) = (Y(t); C(t); N(t))$, where $Y(t) = 0$ if the server is up, $Y(t) = 1$ if the server is failed, $C(t) = 0$ if the server is idle, $C(t) = 1$ if the server is busy, $N(t)$ is the number of sources of repeated calls at time $t$. Because of the exponentiality of the involved random variables this process is a Markov chain with a finite state space. Since the state space of the process $(X(t), t \geq 0)$ is finite, the process is ergodic for all reasonable values of the rates involved in the model construction, hence from now on we will assume that the system is in the steady state.

We define the stationary probabilities:

$$P(q; r; j) = \lim_{t \to \infty} P(Y(t) = q, C(t) = r, N(t) = j),$$

$q = 0, 1$, $r = 0, 1$, $j = 0, \ldots, K^*$,

where

$$K^* = \begin{cases} K - 1 & \text{for blocked case} \\ K - r & \text{for unblocked case.} \end{cases}$$

The advantage of using tools is that we do not have to deal with the numerical problems of finding the steady-state probabilities. We have to concentrate how to formulate the problem by the help of a describing language (usually Petri nets) and then the whole process is automatic. In our case, the states and transition rates of the continuous time finite state Markov chain are constructed and the stationary distribution is calculated by the help of a so-called solver. The problem arising in practical problems is the state space explosion which causes numerical problems due to the large number of unknowns. It should be noted that there is no closed form solution to this problem. However, as usual an algorithmic approach could be used to get the steady-state probabilities, see [3]. This means an extra work in programming and displaying the results graphically which is in our case is an built-in module that is why we omitted.

Knowing these quantities the main performance measures can be obtained as follows:

- **Utilization of the server**

$$U_S = \sum_{j=0}^{K-1} P(0, 1, j).$$
• Utilization of the repairman

\[ U_R = \sum_{r=0}^{1} \sum_{j=0}^{K^*} P(1,r,j). \]

• Availability of the server

\[ A_S = \sum_{r=0}^{1} \sum_{j=0}^{K^*} P(0,r,j) = 1 - U_R. \]

• Mean number of calls staying in the orbit or in service

\[ M = E[N(\infty) + C(\infty)] = \sum_{q=0}^{1} \sum_{r=0}^{K^*} \sum_{j=0}^{j} P(q,r,j) + \sum_{q=0}^{K-1} \sum_{j=0}^{j} P(q,1,j). \]

• Utilization of the sources

\[ U_{SO} = \begin{cases} 
\frac{E[K - C(\infty) - N(\infty); Y(\infty) = 0]}{K} & \text{for blocked case} \\
\frac{K - M}{K} & \text{for unblocked case.}
\end{cases} \]

• Overall utilization

\[ U_O = U_S + KU_{SO} + U_R. \]

• Mean rate of generation of primary calls

\[ \bar{\lambda} = \begin{cases} 
\lambda E[K - C(\infty) - N(\infty); Y(\infty) = 0] & \text{for blocked case} \\
\lambda E[K - C(\infty) - N(\infty)] & \text{for unblocked case.}
\end{cases} \]

• Mean response time

\[ E[T] = M/\bar{\lambda}. \]

4. NUMERICAL EXAMPLES

We used the tool SPNP which was able to handle the model with up to 126 sources. In this case, on a computer containing a 1.1 GHz processor and 512 MB RAM, the running time was approximately 1 second.

In Figs. 1, 2 we can see the mean response time, and mean number of calls staying in the orbit or in the service for the reliable and the non-reliable retrial system when the server’s failure rate increases. In Figs. 3, 4 the same performance measures are displayed as the function of increasing repair rate. The input parameters are collected in table.

<table>
<thead>
<tr>
<th>Input system parameters</th>
<th>K</th>
<th>( \lambda )</th>
<th>( \mu )</th>
<th>( \nu )</th>
<th>( \delta, \gamma )</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1</td>
<td>6</td>
<td>0.8</td>
<td>4</td>
<td>0.5</td>
<td>x axis</td>
<td>0.1</td>
</tr>
<tr>
<td>Fig. 2</td>
<td>6</td>
<td>0.1</td>
<td>0.5</td>
<td>0.05</td>
<td>x axis</td>
<td>0.1</td>
</tr>
<tr>
<td>Fig. 3</td>
<td>6</td>
<td>0.8</td>
<td>4</td>
<td>0.5</td>
<td>0.05</td>
<td>x axis</td>
</tr>
<tr>
<td>Fig. 4</td>
<td>6</td>
<td>0.1</td>
<td>0.5</td>
<td>0.05</td>
<td>0.05</td>
<td>x axis</td>
</tr>
</tbody>
</table>
In Fig. 1, we can see that in the case when the request returns to the orbit at the breakdown of the server, the sources will have always longer response times. Although the difference is not considerable it increases as the failure rate increases. The almost linear increase in $E[T]$ can be explained as follows. In the blocked (non-intelligent) case the failure of the server blocks all the operations and the response time is the sum of the down time of the server, the service and repeated call generation time of the request (which does not change during the failure) thus the failure has a linear effect on this measure. In the intelligent case the difference is only that the sources send repeated calls during the server is unavailable, so this is not an additional time.

In Fig. 2 we can see that the mean number of calls staying in the orbit or in service does not depend on the server’s failure rate in continuous, non-intelligent case, it coincides with the reliable case. It is because during and after the failure the number of requests in these states remains the same. The almost linear increase in the non-continuous, non-intelligent case can be explained with that if the server failure occurs more often the server will be idle more often after repair until a source repeats his call.

In Fig. 3, we can see that if the request returns to the orbit at the breakdown of the server, the sources will have longer response times like in Fig. 1. The difference is not considerable too, and as it was expected the curves converge to the reliable case.
In Fig. 4, it can be seen that the mean number of calls staying in the orbit or in service does not depend on the server’s repair rate in continuous, non-intelligent case, it coincides with the reliable case like in Fig. 2.

5. CONCLUSIONS

In this paper a finite-source homogeneous retrial queueing system was studied with the novelty of the non-reliability of the server. The MOSEL tool was used to formulate and solve the problem, and the main performance and reliability measures were derived and analyzed graphically. Several numerical calculations were performed to show the effect of server’s breakdowns and repairs on the mean response times of the calls, and on the mean number requests staying in the orbit or in service.
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