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Abstract. The aim of the present paper is to build a simulation program to
investigate finite-source retrial queuing system with collision of the customers
where the server is subject to random breakdowns and repairs depending on
whether it is idle or busy. All the random variables involved in the model con-
struction are assumed to be independent and generally distributed. The novelty
of the investigation is to carry sensitivity analysis of the performance measures
using various distributions. Several figures show the effect of different distri-
butions on the performance measures such as mean and variance of number of
customers in the system, mean and variance of response time, mean and vari-
ance of time a customer spent in service, mean and variance of sojourn time in
the orbit.

Keywords: simulation, sensitivity analysis, finite-source queuing system, closed
queuing system, collision, unreliable server, retrial queue.

1. Introduction

Retrial queues have been commonly used to depict many real situ-
ations emerging in telephone switching systems, telecommunication net-
works, computer networks and computer systems, call centers, wireless
communication systems, etc. In many practical situations it is important
to bear in mind that the rate of generation of new calls decreases as the
number of customers in the system increases. This can be achieved with
the use of finite-source, or quasi-random input models. Retrial queues
with quasi-random input are recent interest in modeling cellular mobile
networks, computer networks and local-area networks with random access
protocols, and with multiple-access protocols, see, for example, [6], [7].
In practice a few components of the system are prone to random break-
downs so it is important to study reliability of retrial queues with server
breakdowns and repairs. Due to this it has a heavy influence on the per-
formance measures of the system. Finite-source retrial queues with un-
reliable server have been investigated in several recent papers for exam-

ple, [1]7 [2]7 [3]7 [4]’ [5]

In many cases including data transmission from disparate sources there
is a possibility to be conflict for a limited number of channels or other facil-
ities. Several sources launching uncoordinated attempts can produce colli-
sions leading to the loss of the transmission and consequently the necessity
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for retransmission. An essential matter is to develop workable procedures
for allaying the conflict and corresponding message delay. There have been
recent results on retrial queues with collision in [8], [9].

The aim of the present paper is to investigate such systems with unre-
liable server which are finite source, and collisions can take place. In this
paper we build simulation models using SimPack, a collection of C/C++
libraries and executable programs for computer simulation [10], to receive
the desired performance measures. In this collection various algorithms
are supported connected with simulation including discrete event simula-
tion, continuous simulation and combined (multi-model) simulation. The
novelty of this work is to provide sensitivity analysis using various distri-
butions.

2. System model

Let us consider a finite source retrial queueing system in which the
number of sources is denoted by N and each of them can generate request
with rate A/N, that is the source time is exponentially distributed with
parameter \/N. If a customer finds the server idle it enters into service
instantly. The service times are supposed to be gamma distributed with
parameter a and 5. When the server is engaged with a request, an ar-
riving (from the orbit or the source) customer evokes a collision with a
customer under service and both requests are directed towards the orbit.
From the orbit it retries to be served after an exponentially distributed
time with parameter o/N. It is supposed that the service unit fails af-
ter some time which is an exponentially distributed random variable with
parameter vy when it is busy and with parameter vy; when it is idle. Imme-
diately upon the breakdown it is forwarded for repair and the restoration
time is also exponentially distributed random variable with parameter ~s.
We suppose that when the server is unavailable every source is eligible to
generate customers and sends it to the unit, and the customers from the
orbit may retry to the server. Moreover, in this model we suppose that
the interrupted request gets into the orbit instantaneously and all of its
services are independent of each other. When the submission is successful,
the requests go back to the source. All the random variables involved in
the model construction are assumed to be independent of each other. Due
to the page limitation in this paper deals with gamma distributed service
time, however it should be mentioned that we have further results for non-
exponentially distributed source, operating and repair times, too.

223



3. Simulation results

The following table shows the input parameters (see Table 1).

Table 1
Numerical values of model parameters

Case | N | A/N | v% | 1 |v2 | o/N | « I¢]
1 100 | 0.01 0.1 | 0.1 1 0.01 0.5 | 0.5
2 100 | 0.01 0.1 | 0.1 1 0.01 1
3 100 | 0.01 0.1 | 0.1 1 0.01 2 2
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Figure 1. Comparison of steady-state distributions

Figure 1 shows the steady-state distribution of the three investigated
cases. It is observed the mean number of customers increases as a and
B are getting larger. Case 2 is a special case because when a = 1 it
represents the exponential distribution. From the shape of the curves it is
clearly visible that the steady-state distribution of the cases are normally
distributed. The next table presents the considered performance measures
in relation with the different cases (see Table 2).

In Table 2 the notations mean the followings: E(NS) and D?(NS) -

mean number and variance of customers, E(T) and D?(T) - mean and
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variance of response time, E(W) and D?(W) - mean and variance of wait-
ing time, F(S) and D?(S) - mean and variance of successful service time,
E(IS) - mean interrupted service time.

Table 2
Numerical results

Case | E(NS) | D*(NS) | E(T) D(T) EW) | p*w) | K@) | D*S) | Eas)
1 63.6842 27.9734 175.3073 | 65657.3454 | 174.5884 | 65434.6696 | 0.3147 | 0.1979 | 0.4041
2 [ 705912 | 243012 [ 239.9734 | 105273.4267 | 238.9734 | 104918.6389 | 0.4784 | 0.2289 | 0.5217
3 75.1825 21.2439 302.8106 | 151781.1411 | 301.5377 | 151277.6006 | 0.6472 | 0.2095 | 0.6257
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Figure 2. Mean waiting time vs. intensity of incoming customers

Figure 2 represents the conformation of mean waiting time. The same
parameters are ( see Table 1) used as in case of Figure 1 but here the
running parameter is A/N. As it is expected with the increment of \/N
mean waiting time increases as well but an interesting phenomenon is
noticeable namely after \/N is greater than 0.1 mean waiting time starts
to decrease.
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4. Conclusions

In this paper a finite-source retrial queueing model was introduced

with unreliable server and the possibility of collision. We used SimPack to
carry out stochastic simulation showing the effect of different distribution
of service times on several main performance measures.
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