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Abstract. This paper explores a retrial queuing system with two-way
communication and an unreliable server that may encounter random
breakdowns. The system is of the finite-source M/M/1//N type, where
the idle server can initiate calls to customers in the orbit, termed as sec-
ondary customers. Both primary and secondary customer service times
are characterized by exponential distributions, with rates denoted as μ1

and μ2, respectively. The novelty of this study lies in its investigation
of various failure time distributions and their impact on critical perfor-
mance metrics, such as the mean response time of a random customer,
while utilizing a backup server with impatient customers. The backup
server can be likened to a primary server operating at a reduced rate
during maintenance intervals. To ensure a valid comparison, a fitting
process equalizes the mean and variance across all distributions. The
outcomes are visually depicted through the utilization of our self-made
simulation program.
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1 Introduction

Nowadays, the analysis of telecommunication systems and the creation of opti-
mal designs for these schemes have become formidable endeavors due to the
immense traffic and escalating number of users. Information exchange pervades
every facet of contemporary life, underscoring the need to develop mathemati-
cal and simulation models for telecommunication systems or adapt existing ones
to keep pace with these dynamic changes. Retrial queues stand out as potent
and fitting tools for modeling real-world challenges that arise in telecommunica-
tions, networks, mobile networks, call centers, and similar systems. A plethora
of literature, exemplified by works like [1,5,6,10], delves into the examination of
various retrial queuing systems characterized by recurring calls.
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We are currently exploring a retrial queuing system endowed with two-way
communication capabilities, a research area that has gained substantial promi-
nence owing to its striking resemblance to certain real-world systems. This corre-
spondence is particularly pronounced in the context of call centers, where service
units often perform multitasking, engaging in activities such as sales, promotions,
and product advertising alongside handling incoming calls. In our investigation,
the primary server, following a random idle interval, calls customers in from
the orbit, called secondary customers. The system’s utilization of the service
unit is under scrutiny and has undergone extensive examination in prior works,
exemplified by studies like [4,9,13].

In various research scenarios, some assume that service units remain contin-
uously available, but real-world events like failures or unexpected incidents can
occur during their operation, resulting in the rejection of incoming customers.
Devices used across different industries are prone to breakdowns, and relying on
their uninterrupted operation is often overly optimistic and unrealistic. Likewise,
in wireless communication, multiple factors can affect transmission rates, result-
ing in disruptions during packet transmission. The inherent lack of reliability
in retrial queuing systems has a substantial impact on system operations and
performance metrics.

Furthermore, ceasing production entirely is not a feasible choice, as it may
result in delays in order fulfillment. Therefore, in the event of such failures, it
becomes crucial to keep machines or operators with lower processing rates opera-
tional to ensure a continuous workflow. Additionally, the authors investigated the
option of implementing a backup server that could provide services at a reduced
rate when the primary server is inaccessible. This approach has attracted sig-
nificant attention in recent research, with studies such as [8,12] being notable
examples.

In the service sector, it’s not uncommon for service providers to encounter
disruptions for various reasons, including difficulties in accessing their databases
to address customer requests. When such disruptions transpire, service providers
frequently employ alternative measures, such as resorting to backup systems or
gathering additional information from customers to meet their needs.

Numerous research papers explore the performance of systems with the objec-
tive of improving service by integrating a backup server, as demonstrated in
studies such as [2,11,15,16]. These inquiries provide insights into strategies and
approaches for sustaining service quality in challenging scenarios.

The primary aim of this investigation is to assess how the system’s unreli-
able operation affects performance measures, such as the mean response time of
a customer or service unit utilization, by comparing various failure time distribu-
tions while the customers may depart after a random long enough waiting. This
study builds upon the authors’ earlier research [17], where the system incorpo-
rated an unreliable server. In the current configuration, in the event of server
unavailability, a backup server takes over the processing of incoming requests.

To acquire the desired performance metrics, we developed a simulation model
utilizing SimPack [7], which encompasses a collection of C/C++ libraries and
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executable programs tailored for computer simulation. Simulation serves as an
excellent alternative for approximating performance metrics when deriving pre-
cise formulas proves problematic or nearly impossible. This paper introduces a
sensitivity analysis of different failure time distributions’ impact on key perfor-
mance measures. We elucidate these findings by means of graphical representa-
tions that highlight intriguing facets of sensitivity-related issues.

2 System Model

The system is a retrial queuing system characterized by an unreliable server and a
finite source of customers which is shown in Fig. 1. Within the source, there exist
N customers, each generating primary requests at an exponential rate denoted
by λ. Consequently, the inter-arrival times adhere to an exponential distribution
parameterized by λ. Notably, our model does not contain waiting queues; thus,
incoming customers can only occupy the server when it is available and idle.
The service time for primary customers follows an exponential distribution with
a parameter of μ1. Following the successful completion of a service, the customer
returns to the source. However, if an incoming customer (whether from the source
or orbit) encounters a server in a busy or failed state, its request is redirected to
the orbit. While within the orbit, a customer may attempt to fulfill its service
requirement after an exponentially distributed random time with a parameter
of σ.

The system assumes the presence of an unreliable server prone to failures,
which can occur according to different distributions-such as gamma, hypo-
exponential, hyper-exponential, Pareto, and lognormal. Each distribution comes
with distinct parameters while sharing the same mean value. The repair process
initiates immediately upon the server’s failure, with the repair time following an
exponential distribution characterized by parameter γ2. If the server is busy and
subsequently fails, the customer is promptly transferred to the orbit. Regard-
less of the service unit’s availability, all customers within the source can gener-
ate requests. However, these requests are directed to the backup server, which
operates at a reduced rate-an exponentially distributed random variable with
parameter μ3-when the primary server is unavailable. Importantly, the backup
server is assumed to be reliable and functions solely during periods of primary
server unavailability. In cases where the backup server is busy, incoming requests
are placed into the orbit. Yet, during idle periods, the main server can initiate
outgoing calls to customers within the orbit after a random time interval, char-
acterized by an exponential distribution with a rate of ν. The service time for
these secondary customers follows an exponential distribution with parameters
μ2. Customers in the orbit, after waiting an exponentially distributed time with
parameter τ , may choose to leave the system without getting their service.

Throughout the model’s creation, the fundamental assumption is maintained
that all random variables remain entirely independent of each other.
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Fig. 1. System model

3 Simulation Results

We employed a statistical module class that incorporates a statistical analysis
tool, enabling us to quantitatively estimate both the mean and variance values
of observed variables via the batch mean method. This method involves aggre-
gating n consecutive observations from a steady-state simulation to generate a
sequence of independent samples. The batch mean method is a widely utilized
technique for establishing confidence intervals concerning the steady-state mean
of a process. It is important to note that, in order to ensure that the sample
averages exhibit approximate independence, the use of sizable batches is imper-
ative. Further details on the batch mean method can be found in [3,14]. In our
simulations, we conducted operations with a confidence level of 99.9%, and the
simulation run concluded when the relative half-width of the confidence interval
reached the threshold of 0.00001.

3.1 First Scenario

In Table 1 the used values of input parameters are presented. The parameters of
the failure time are presented in the following table (Table 2). To ensure a valid
comparison, parameters are selected to have the same mean and variance values.
The simulation program was executed with various parameter values, and this
paper will highlight the most significant results. As indicated in the table, the
squared coefficient of variation is greater than one in this scenario, enabling the
examination of the impact of specific random variables. Additionally, we present
results with a different set of parameters when the squared coefficient of variation
is less than one.
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Table 1. Used numerical values of model parameters

N λ γ2 σ μ1 μ2 ν μ3 τ

100 0.01 1 0.01 1 1.2 0.02 0.1 0.001

Table 2. Parameters of failure time

Distribution Gamma Hyper-exponential Pareto Lognormal

Parameters α = 0.6 p = 0.25 α = 2.2649 m = −0.3081

β = 0.5 λ1 = 0.41667 k = 0.67018 σ = 0.99037

λ2 = 1.25

Mean 1.2

Variance 2.4

Squared coefficient of variation 1.6666666667

The steady-state distribution, corresponding to different failure time distri-
butions, is visually represented in Fig. 2. In this graph, the X-axis is labeled as i,
which denotes the number of customers present in the system, while the Y-axis
is labeled as P (i), indicating the probability of precisely i customers being in the
system. A closer examination of the curves reveals that all of them closely resem-
ble the normal distribution. Notably, the Pareto distribution seems to exhibit
a lower number of customers in the system. Nevertheless, when comparing the
different distributions examined in our study, no significant disparities emerge.

Fig. 2. Comparison of steady-state distributions
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Figure 3 provides an illustration of the correlation between the mean response
time of customers and the arrival intensity. On the contrary to the patterns
observed in Fig. 2, the highest mean response time is associated with the
Pareto distribution. However, the distinctions among the other distribution types
become more pronounced. Remarkably, the gamma distribution stands out by
yielding the lowest mean response time. A noteworthy phenomenon is that, as
the arrival intensity increases, the mean response time initially experiences an
uptrend, but subsequently, it starts to decrease after reaching a specific thresh-
old. This behavior is a distinctive characteristic of retrial queuing systems with a
finite source, and it tends to manifest when appropriate parameter configurations
are applied.

Fig. 3. Mean response time vs. arrival intensity

The variance of the response time is presented in the function of the arrival
intensity of the incoming customers in Fig. 4. Looking at the results, it can be
said that there are differences in this indicator as well, considering the used
failure distributions. Similar trends to the previous chart are observed, with the
smallest values occurring in the gamma distribution and the largest values in
the Pareto distribution. However, at higher arrival intensity values, we find the
smallest numbers in the Pareto distribution, which is an interesting development
and requires further experiments and runs to explain this change.

The utilization of the backup service unit is shown in Fig. 5 besides the arrival
of the incoming primary customers. In choosing the parameters, we aimed to
simulate an environment where as many interruptions or failures as possible
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Fig. 4. Variance of the response time vs. arrival intensity

occur. Thus, in the chart, the utilization of the backup server unit becomes
significant, and it is evident that this server is busy for most of the time. There
are no significant differences among the used failure distributions, but with the
Pareto distribution, the utilization is higher compared to the other distributions.

Figure 6 demonstrates the development of the probability of abandonment
of a primary customer besides increasing arrival intensity. This metric indicates
the likelihood of any given primary customer exiting the system during the
orbit, signifying that the request does not meet its specified service requirement
(impatient customers). As λ increases, the value of this performance measure
also starts to increase, and this holds true for every utilized distribution, but
the discrepancy among them is relatively significant. In the case of the gamma
distribution, the inclination to exit the system earlier is much lower than in the
others, especially when compared to the Pareto distribution.

3.2 Second Scenario

Upon analyzing the outcomes from the previous section, our keen interest was
focused on understanding how modifications to the failure time parameters would
impact the performance measures. In this scenario, the parameters were selected
to ensure that the squared coefficient of variation remains below one. Instead
of employing a hyper-exponential distribution, we opt for a hypo-exponential
distribution. This choice is motivated by the fact that, in the case of a hypo-
exponential distribution, the squared coefficient of variation is always less than
one. The identical performance measures will be visually presented as earlier,
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Fig. 5. Utilization of the backup server vs. arrival intensity

Fig. 6. The probability of the departure of a primary customer vs. arrival intensity
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but with the incorporation of the new failure time parameters, as indicated in
Table 2. The remaining parameters remain unchanged, as depicted in Table 1
(Table 3).

Table 3. Parameters of failure time

Distribution Gamma Hypo-exponential Pareto Lognormal

Parameters α = 1.3846 μ1 = 1 α = 2.5442 m = −0.08948

β = 1.1538 μ2 = 5 k = 0.7283 σ = 0.7373

Mean 1.2

Variance 1.04

Squared coefficient of variation 0.72222222

We will examine the same figures but with the updated parameter setting.
Initially, Fig. 7 is related to the distribution of the number of customers in the
system. Upon closer analysis of the curves, the obtained values are much more
similar. Concerning the shape of the curves, they align with a normal distribu-
tion. Nevertheless, there isn’t much disparity observed. As evident, the curves
are nearly identical. The mean number of customers is slightly higher compared
to the previous scenario.

Fig. 7. Comparison of steady-state distributions

Figure 8 illustrates the evolution of the mean response time for a successfully
served customer as the arrival intensity increases. In this situation, the mean
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value remains constant, but the variance is substantially reduced. The difference
in the average mean response time among the distributions is not very pro-
nounced, except for Pareto, where the values are notably higher. Therefore, it
appears that variance has a noteworthy impact on performance measures, with
larger values potentially leading to greater disparities in performance measures.

Fig. 8. Mean response time vs. arrival intensity

In the next, in Fig. 9 the variance of the response time is presented with the
increment of the arrival intensity of the incoming customers. In comparison to the
previous scenario, perhaps the difference is most evident in this figure with the
use of newly employed parameters. In practice, the lines overlap completely, with
prominent values only occurring in the log-normal distribution for higher arrival
intensity values. What may be worth mentioning is that the values obtained in
this scenario are smaller compared to the previous one.

Figure 10 depicts the comparison of the utilization of the backup server as a
function of the arrival intensity. As expected, considering the results from the
previous scenario, the differences in the obtained values are relatively close to
each other, even in the case of Pareto distribution. It can be concluded that
with this parameter setting, the distinctions among the distributions are not
prominent. Regardless of the distribution, the utilization is nearly the same,
meaning that the backup server is occupied approximately 87% of the simulation
time.

Finally, Fig. 11 illustrates the variations in the abandonment probability with
the increase in arrival intensity. The values are more closely aligned compared to
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Fig. 9. Variance of the response time vs. arrival intensity

Fig. 10. Utilization of the backup server vs. arrival intensity
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the alternative scenario. However, the highest values are observed in the case of
the Pareto distribution; otherwise, the difference is minimal. The values obtained
for one distribution do not stand out compared to the others; in each case,
approximately 17% of incoming requests decide to abandon the system without
being served.

Fig. 11. The probability of the departure of a primary customer vs. arrival intensity

4 Conclusion

We introduced a retrial queuing system characterized by a finite source and two-
way communication with impatient customers. Within this system, a primary
server exhibits unreliability, and during periods of malfunction, a secondary ser-
vice unit takes over. Furthermore, we conducted a sensitivity analysis utilizing a
range of random number generators to investigate how different distributions of
failure time impact performance metrics, such as the mean response time of any
given customer. It’s worth noting that when the squared coefficient of variation
exceeds one, we observed variations in the mean response time among the values.
Results also suggest that there is minimal difference among the measured val-
ues when the squared coefficient of variation is below one. The authors intend
to further their research, delving into the observed phenomenon with greater
scrutiny and enhancing their model by incorporating additional elements such
as collisions and conducting additional sensitivity analyses on various random
variables.
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