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Abstract—Although the currently used mobile communication 

equipments (laptops, tablets, phones) usually have many network 

interfaces, the Internet communication technology uses only a 

single communication path for a connection. In this paper we 

would like to introduce a new architecture, which gives an easy-

to-use extension for the current TCP/IP protocol stack and offers 

the possibility of using multiple paths for the communication, 

without rewriting the applications. The new architecture was 

implemented in Linux by a software tool named MPT. A 

laboratory environment was established for the throughput 

performance evaluation of the MPT based multipath 

communication. The measurement results show that the 

throughput capacity of the single paths can be efficiently 

aggregated by MPT. 

Keywords—Multipath communication, throughput, tunnel 

communication, tunnel software. 

I. INTRODUCTION 

HE current Internet communication environment allows 

only a single path for data transmission in a 

communication session. The single path assumption is 

quite acceptable for systems, which use a single connection 

interface, or a “single exit point” to the Internet. On the other 

hand, a lot of currently used devices have got factory built-in 

multiple network interfaces: RJ-45 for the wired network, RF 

interface for the Wi-Fi wireless network connection, and 

mobile phone data transfer connection interface (e.g. 3G, 

Edge or HSDPA). 

The single path communication technology is not able to 

use the advantages of the multiple interfaces. The 

communication performance (e.g. throughput) could be highly 

improved if the networking environment would support the 

usage of multiple paths for a communication session. 

The IETF RFC 6824 “TCP Extensions for Multipath 

Operation with Multiple Addresses” (MPTCP, published in 

January of 2013, see [1]) is a hot research topic today to 

extend the current TCP implementations for supporting 

multiple paths. 

In this paper we introduce a new architecture, which gives a 
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simple and easy-to-use extension for the current TCP/IP 

protocol stack to support multiple paths between the 

communication endpoints: we are able to establish a highly 

tuned multipath environment which can be used by the 

traditional applications to perform multipath communication. 

The new multipath environment was implemented in a 

software library (and software tool) named MPT. The 

modeling background and architecture of MPT is totally 

different from the MPTCP solution: MPT is able to support 

applications based not only on the TCP protocol, but also 

UDP can be used by the applications as the transport layer 

protocol. 

The MPT software was developed in a Linux system to 

build a laboratory environment for the throughput analysis of 

the single path and the multipath communications. The 

measurement results showed us that the throughput capacity 

of the single paths can be summed in the MPT based 

multipath environment. 

The rest of the paper is organized as follows: 

The theoretical working mechanism of MPT is described in 

Section II. The laboratory measurement environment will be 

discussed in Section III, and some measurement results will 

be presented in section IV. 

II. THE WORKING MECHANISM OF MPT  

The current IP technology uses the IP address and the TCP 

or UDP port number as the identification of the 

communication endpoint (socket). The same IP address is 

used by the routers for path selection during the packet 

transmission process: the traditional single path TCP/IP 

protocol stack is not able to distinguish the endpoint host 

identification address (used for the sockets) and the address 

used for the path selection. The Multipath TCP architecture 

(MPTCP, see [1]) uses a new layered architecture (see Fig. 1). 

The new layer “MPTCP” gives the connection interface for 

the applications, while the TCP Subflow layer below the 

MPTCP layer establishes the multipath communication 

environment. The usage of the TCP protocol at the subflow 

layer manages the flow control and provides reliability.  

The actual MPTCP document (see [1]) outlines that for the 

 

 
Fig. 1. The TCP and the MPTCP protocol stack 
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optimal operation application support may be necessary, i.e. 

the rewriting request of the applications may occur. In this 

paper we introduce a new multipath communication 

environment: the MPT software library. The working idea of 

the MPT tool is based on the idea of the UDPTUN software 

(see [2]). In this mechanism we create a logical (tunnel) 

interface on the endpoints, which can be used by the 

applications for the socket identification. The IP packets 

transmitted to the tunnel interface by the application are 

encapsulated into a new UDP segment, which will be sent to 

the physical interface for transmission. The MPT library 

offers the possibility to map the packets (coming from the 

tunnel interface) to multiple physical interfaces dynamically, 

so offering the multipath communication for the application. 

There is no need to modify the application in this case, as the 

application software uses only a single logical interface (the 

tunnel interface) for the communication. Also, the application 

may use the UDP transport protocol over the tunnel interface, 

it is not restricted to the TCP protocol (as it is in the case of 

MPTCP, see [1]). On the other hand, as the MPT library uses 

the UDP protocol in the encapsulation process, it will not 

offer retransmission and flow control services below the 

tunnel interface. 

Although in this paper we investigate the throughput 

performance of the MPT library, it is easy to see, that it can 

help to reach more efficient communication in many cases 

(see e.g. [3]). 

The layered architecture of the MPT based multipath 

communication can be seen in Fig. 2.  

The MPT software reads the input packet (IPv4 or IPv6 

packet) from the tunnel interface at the sender site. This 

packet is encapsulated into a new UDP segment, and it is sent 

out to a path chosen from the multiple paths possibilities. At 

the receiver site the header of the incoming UDP segment is 

stripped out, and the data (which is the original packet coming 

from the sender’s tunnel interface) is transmitted to the tunnel 

interface of the receiver host. The (logical) connection 

between the tunnel interfaces of the peers is a direct, point-to-

point connection.  

III. MEASUREMENT ENVIRONMENT AND SETTINGS 

Our goal was to create a test environment, which could 

accurately show the communication between two hosts placed 

into different networks and separated by the Internet Cloud. 

The purpose of the measurement environment is to test the 

throughput efficiency of the MPT software tool. 

 

                   
                          Fig. 2. The layered architecture of MPT 

 

For the measurement we used the network topology, which 

consists of two hosts, two routers, two Ethernet links from the 

routers to the hosts and two serial connections between the 

routers. The serial links between the routers creates two 

different and independent paths between the hosts. In the 

measurement we assume that the bandwidth of the serial links 

is lower than the bandwidth of the Ethernet connection at the 

endpoints (throughput bottleneck may not occur at the 

endpoint). The Ethernet link from the host to the router was 

divided into two logical networks, and a virtual machine 

environment was used on the endpoint computers to provide 

two different network interfaces. The virtual host environment 

was implemented in the Oracle Virtualbox 4.2.6 software. The 

operating system on the virtual machines was OpenSuse 12.2. 

The physical computers (used for supplying the real hardware 

for the virtual machines) contained an Intel Core i5 processor 

(2.5GHz, 6MB cache), and 8GB memory.  

The labor environment was established by using two Cisco 

2501 routers with Cisco IOS 12.2. The routers contained an 

Ethernet and two serial interfaces, which fulfilled the 

requirements of the test environment. 

On both virtual machines two physical (eth1 and eth2) and 

a logical interface (tun1) had been configured. The default 

gateways for both machines were set to the Ethernet ports of 

the respective routers, using two separate IP addresses on the 

routers’ Ethernet interfaces for the two logical networks. The 

serial links represent the different paths between the 

endpoints. The bandwidth of the serial links was set 

independently to each other, by using the appropriate clock 

rate on the router’s DCE interface. On the two routers static 

routing was implemented (see [4]), which established two 

different communication paths between the endpoint hosts 

(see Fig. 3). 
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Fig. 3. The measurement environment 



 

For example, the packages coming from PC1’s eth1 

interface used the destination address of the eth1 interface of 

PC2, and the packet transmission was performed on the link 

of the serial 0 interfaces between the routers.  

Obviously, the communication between the eth2 interfaces 

of the two hosts was performed on the other serial link 

between the routers. The multipath communication performed 

by the MPT software tool was built on the tun1 logical 

interface of the hosts. The schema of the labor environment 

can be seen in Fig. 3. The detailed IP address specification of 

the labor environment is shown in Table I. 

The measurement environment was used to study the 

networks’ throughput using symmetrical and asymmetrical 

serial connections. In the symmetrical test case both paths 

used the same bandwidth rate. The clock rate value of 

1.300.000 and 2.000.000 cycles per second were chosen, so 

approximating the speed of the T1 and E1 leased lines. In the 

real life the bandwidth of the different connection paths can 

be significantly different (non-symmetrical paths). The case of 

the non-symmetrical paths was implemented by using non-

equal transmission rates on the serial links: the connection of 

the serial 0 interfaces was set to the clock rate value of 

2.000.000 and the link between the serial 1 interfaces was set 

to the clock rate value of 1.000.000 cycles per second. 

The purpose of our research is to investigate the throughput 

performance of the MPT software tool. Similar research 

studies for the MPTCP implementation can be found in [5] 

and [6]. 

In the next section we present several measurement results, 

which will proof that the throughput of the multipath 

environment sums efficiently the throughput of the single 

paths in the case of symmetrical and asymmetrical paths too.  

IV. MEASUREMENT RESULTS 

In order to test the throughput of the network system three 

types of measurements were carried out. The first and the 

second types of the measurements used symmetrical paths 

with clock rate values of 1.300.000 and 2.000.000 cycles per 

TABLE I 

IP ADDRESSING TABLE 

Device Interface IP address/prefix Default gateway 

PC1 

eth1 172.16.0.2/24 172.16.0.1 

eth2 172.16.1.2/24 172.16.1.1 

tun1 1.2.3.2/24 - 

PC2 

eth1 10.150.0.2/24 10.150.0.1 

eth2 10.150.1.2/24 10.150.1.1 

tun1 1.2.3.3/24 - 

Router1 

eth0 172.16.0.1/24 - 

eth0 172.16.1.1/24 - 

serial0 192.168.2.1/30 - 

serial1 192.168.3.1/30 - 

Router2 

eth0 10.150.0.1/24 - 

eth0 10.150.1.1/24 - 

serial0 192.168.2.2/30 - 

serial1 192.168.3.2/30 - 

second respectively. The third type of measurement used non-

symmetrical paths: the link between the serial 0 interfaces 

used the clock rate value of 2.000.000 and the link between 

the serial 1 interfaces was set to the clock rate value of 

1.000.000 cycles per second. 

All measurement types contained three cases, which 

differed in the size of the transmitted data: the size of the file 

downloaded from the FTP server was 10MB in the first case, 

20 MB in the second case and 50 MB in the third one. The 

measurement tests were repeated many times for each type 

and each data size. The results were constantly the same: the 

differences between the measured throughput values were less 

than 2% for the same type of measurements. 

The FTP server was implemented on PC2 by using the 

built-in FTP server of the operating system. The built-in FTP 

client was used on PC1 to download the files. The System 

Monitor application was used to create the measurement 

reports. 

The measurements’ results are shown in Fig. 4. – 12. These 

figures show the interface throughput values for the different 

test cases.  

Concerning the user’s point of view, the application layer’s 

throughput is much more interesting than the interface 

throughput. The values of the throughput measured in the 

application layer (i.e. dividing the transmitted data size with 

the transmission time) can be seen in Table II. Of course, the 

interface throughput values are a little bit bigger than the 

application layer’s one, because of the additional header 

information appearing on the interfaces. 

Easy to see, that the transmission time increases linearly 

with the data size on the physical interfaces and on the tunnel 

interface too, i.e. the throughput does not depend on the data 

size. (The difference is less than 3% in all cases.) 

It can be seen from the measurement results that the 

throughput capacity of the different paths are summed 

efficiently on the tunnel interface by using the MPT library. 

This statement holds for the interface throughput and for the 

application layer’s throughput too: the efficiency is better than 

90% in all cases. 

Also, the figures show that the variance of the interface 

throughput is a little bit bigger in the non-symmetrical cases. 

The investigation of this feature is out of the scope of this 

paper. 
 
 

 

 

 

 

 

 

 

 

 

 

 

TABLE II 

MEASUREMENT RESULTS 

Case Int. Time (seconds) Application layer’s 

throughput (KiB/s) 

Case 1: 10MB 

S0, S1:1.300.000 

tun1 37 283.4 

eth1, eth2 72 145.6 

Case 2: 20MB 

S0, S1:1.300.000 

tun1 74 283.4 

eth1, eth2 144 145.6 

Case 3: 50MB 

S0, S1:1.300.000 

tun1 185 283.4 

eth1, eth2 362 144.8 

Case 4: 10MB 

S0, S1:2.000.000 

tun1 23 455.9 

eth1, eth2 46 228.0 



 

Case 5: 20MB 

S0, S1:2.000.000 

tun1 47 446.2 

eth1, eth2 92 228.0 

Case 6: 50MB 

S0, S1:2.000.000 

tun1 118 444.3 

eth1, eth2 231 227.0 

Case 7: 10MB 

S0:2.000.000 

S1:1.000.000 

tun1 31 338.3 

eth1 46 228.0 

eth2 89 117.8 

Case 8: 20MB 

S0:2.000.000 

S1:1.000.000 

tun1 62 338.3 

eth1 92 228.0 

eth2 179 117.2 

Case 9: 50MB 

S0:2.000.000 

S1:1.000.000 

tun1 157 333.9 

eth1 231 227.0 

eth2 449 116.8 

 

 
Fig. 4. . Test case 1: Data size: 10 MB, Clock rates: 1.300.000 / 1.300.000  

  

 
Fig. 5. Test case 2: Data size: 20 MB, Clock rates: 1.300.000 / 1.300.000 

 

 
Fig. 6. Test case 3: Data size: 50 MB, Clock rates: 1.300.000 / 1.300.000 

 

 
Fig. 7. Test case 4: Data size: 10 MB, Clock rates: 2.000.000 / 2.000.000  

 

 
Fig. 8. Test case 5: Data size: 20 MB, Clock rates: 2.000.000 / 2.000.000  

  

 
Fig. 9. Test case 6: Data size: 50 MB, Clock rates: 2.000.000 / 2.000.000   

 

 
Fig. 10. Test case 7: Data size: 10 MB, Clock rates: 2.000.000 / 1.000.000 



 

 
Fig. 11. Test case 8: Data size: 20 MB, Clock rates: 2.000.000 / 1.000.000 

V. SUMMARY 

In this paper we introduced a software library, named MPT, 

which can be used to perform multipath communication 

between the end hosts. The applications over the MPT tool 

may use any kind of transport layer protocol: the usage of 

both TCP and UDP is allowed. The focused purpose of the 

paper was to investigate the throughput performance of the 

MPT tool. We established a measurement environment which 

provided two independent connection paths for the 

communicating hosts. The throughput performance was 

analyzed using symmetrical and non-symmetrical bandwidth 

rates, and different transmitted data sizes. All the test 

measurement showed that the MPT multipath environment 

aggregates the physical paths throughput capacity very 

efficiently. Further research work of the MPT tool can focus 

on the NAT compatibility of MPT, or on questions related to 

the QoS area. 

 
Fig. 12. Test case 9: Data size: 50 MB, Clock rates: 2.000.000 / 1.000.000 
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